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Introduction 
DBSCAN is a data clustering algorithm proposed by Martin Ester, Hans-Peter 
Kriegel, Jörg Sander and Xiaowei Xu in 1996. It is a density-based clustering 
algorithm which finds a number of clusters starting from the estimated density 
distribution of corresponding nodes. The definition of DBSCAN is a cluster based 
on the notion of density reachability.

According to the Webster dictionary:

● A number of similar things growing together or of things or persons collected 
or grouped closely together: Bunch

         A cluster is closely packed group of people or things.



Objective : Choosing DBSCAN over other clustering 

Partitioning methods (e.g. K-means) and hierarchical clustering work for finding 
spherical-shaped clusters or convex clusters. 

In other words, they are suitable only for compact and well separated clusters.

Moreover, they are also severely affected by the presence of noise and outliers in 
the data. 

Real life data may contain irregularities, like –

● Clusters can be of arbitrary shape. 
● Data may contain noise.
● KMeans result for K=4 in fig. 

doesn’t look satisfying.  



       DBSCAN over other clustering algorithms    
(Advantages)

● DBSCAN doesn’t require one to specify the number of clusters in the data.

● It can find arbitrarily shaped clusters; even find a cluster surrounded by a 

different cluster.

● It can find noise points and is robust to outliers.

● It requires just two parameters.



Conventional DBSCAN Algorithm
eps : It defines the neighbourhood around a data point

MinPts : Minimum number of neighbours (data points) within ‘eps’ radius.

Find all the neighbour points within eps and identify the core points or visited with more 
than MinPts neighbours.

● For each core point if not assigned to a cluster, create new cluster.
● Recursively find all its density connected points and assign them to the same 

cluster as the core point.
● Iterate through the remaining unvisited points in the dataset. Those points that do 

not belong to any cluster are noise.



Conventional DBSCAN Algorithm (Graphical)



DBSCAN Algorithm (Disadvantages)

● The process cannot be partitioned for multiprocessor systems.

● Datasets with altering densities are tricky.

● Sensitive to clustering parameters, MinPts and Eps.

● Fails to identify clusters if density varies and if the dataset is too sparse.

● Sampling affects density measure.



Graphical discussion on proposed algorithm
● An image is captured and gray value of image is computed into a matrix. 
● 8-neighbour distance of a pixel P with respect to pixel Q is found out using the algorithm.
● Density of a pixel is computed.



Graphical discussion on proposed algorithm



Project results (conventional DBSCAN)

Using conventional DBSCAN over grid image for 

(a) Eps=5 and MinPts=10                                                      (b) Eps=5 and MinPts=20

Original grid.jpg Clustered image Original grid.jpg Clustered image



Project results (Novel DBSCAN Algorithm)

Input image       Clustered image

The novel algorithm does not depend upon any parameters as conventional 
DBSCAN and KMeans. Hence, output for an image is consistent 



Conclusion

In this presentation, a novel method of performing DBSCAN is proposed. 

● The proposed algorithm will help in performing effective DBSCAN clusters 

even without Eps and MinPts

● The parameters are replaced by density of regions in the image which is 

computed automatically according to image. 

● Algorithm can form clusters even when the density is varying in image. 

Hence, the image can be clustered effectively using the proposed algorithm.
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